
«ΣΠΟΥΔΑΙ», Τόμος 43, Τεύχος 1ο, Πανεπιστήμιο Πειραιώς / «SPOUDAI», Vol. 43, No 1, University of Piraeus

INVESTIGATING THE FEATURES OF GREEK

BUSINESS CYCLES
-

By

loannis A. Kaskarelis

University of Macedonia

Abstract

This paper tests against several greek macroeconomic time series some of the recent development on

business cycles theory. Results suggest that monetary policy could play a significant role in explaining

output movements, especially when the target is clarified and the policy instruments optimally chosen.

(JEL C22, E52).

1. Introduction

Business cycle theory was a major branch of economics until the Keynesian
revolution. Early business cycle theorists considered the cycle as largelry self-
sustained, where each boom contains the seeds of recovery and boom. The
keynesian revolution shifted the focus of macroeconomics from the inevitability
of the cycle to methods of improving macroeconomic performance. During the
long expansion of the sixties, it was even possible to think that business cycle has
been cured. In the decade followed, poor economic performance (reflected in the
increased frequency and depth of recessions) and the forceful advocacy of Lucas
(1977) renewed interest in the business cycle as a specific field of research.
Nevertheless, eighties experienced a new challenge in business cycles theory. This
affected all conventional views (keynesian and new-classical) since the definition
of business cycle itself and the alleged size of the effects of macroeconomic
policy (in particular monetary policy) on economic activity, is questioned. The
distiguishing characteristic of the so-called real business cycle (RBC) models is a
denial that monetary policy actions have any significant impact on aggregate
output and employment magnitudes (see McCallum, 1986) and attribute all
business cycle phenomena to changes in taste patterns and productivity (real)
shocks1.
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The influence of this new point of view has been substantial for that it offers
a theory based on strict neoclassical principles at a time when the attractiveness
of the leading alternative (the Barro/Lucas theory of monetary business cycles)
seems to weaken. This induced a tremendous amount of research on a better
specification of the role of monetary policy in a neoclassical model. Despite the
fact that theoretical work have not managed to proceed significantly since then
(see the discussion in Lucas, 1987), there is a growing number of empirical
papers which try to identify the significance of monetary shocks on real varia-
bles. First, there is a line of argument developed primarily by Nelson and Plosser
(1982) that relies entirely on the univariate time-series properties of aggregate
output, employment and other real variables. The main emphasis of their argu-
ment is that most of the fluctuations in these variables should attributed to the
trend component, in a secular versus cyclical decomposition, which would pre-
sumably be unaffected by monetary shocks. On the other hand, there are the
studies of Sims (1980, 1982), Litterman and Weiss (1985) which show that
money stock innovations' explanatory power for output variations diminishes,
when some interest rate variables are included in the Vector Autoregression
(VAR) system.

The purpose of this paper is to discuss the relevance and some of the
propositions of the real business cycle theory in the context of the greek econ-
omy, for the period 1956 to 1990. This could be of special interest since mone-
tary and financial sectors have the characteristics of a developing country (see
e.g. Arestis, 1988; Demopoulos, 1981). The banking system is in fact underdeve-
loped. There is no money market while the capital market is in its infancy. The
financial assets available are very limited. Interest rates are administered rates,
although the responsibility for fixing them has passed to the relatively independ-
ent Central Bank since 1982. Nevertheless, nominal rates have been kept lower
than inflation for all the examined period. On the other hand during this period,
real disturbances of great magnitude (like the oil price in increases, changes in
nominal and real exchange rates, large swings in fiscal policies) occured interna-
tionally and domestically. These phenomena had an impact on output and
employment. Section 2 investigates the existence of unit roots for twenty five
annual macroeconomic series in Greece. In the econometric specification of the
hypotheses tested, it was avoided the use of any complex method of detrending
and separating the secular from the cyclical component. Section 3 examines
VAR models and tests for causality among output and several real and nominal
variables. Here, the problem of lag structure specification was taken under
consideration and the existence of error correction terms among cointegrated
series thoroughly investigated. Nevertheless, I decided to expose the methods
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used in some details but on the other hand, keep the exhibition of 'numbers' to a
minimum. Finally, section 4 sums up the conclusions.

-





Briefly, there are aggregate macroeconomic series for the Greek economy
that reject the hypothesis for unit root. This outcome is either due to significant
trending factors or because of considerably sluggish adjustment processes. Con-
cequently, we can argue tht it could be room for economic policy, even if this
could have only short-run effects on real variables. Finally, an other interesting
issue coming out from the results is that unemployment rate series appears to
follow, a random walk. This result differs from that of Nelson and Plosser's
(1982) for the United States, where the unemployment rate is the only series
which does not seem to follow a random walk, but is coming along with other
findings refered to european countries (see Scheide, 1989; Kaskarelis, 1992). This
characteristic undermines that unemployment does not follow a pronounced
cyclical pattern but instead shows shifts which are persistent. This is particularly
true for the eighties when uneployment increased to a new level and stayed there.
In economic literature we have seen a number of possible explanations for this
phenomenon (e.g. the hysteresis hypothesis, see Blanchard and Summers (1986).

3. Vector Autoregression Systems and Granger-Causality Tests

The test procedures and used above have virtually no power in discriminat-
ing between a first order unit root and an autocorrelation coefficient slightly
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below zero. However the economic interpretation is completely different in the
two cases. If a unit root is present the series is non-stationary, whereas in the
other case it would return to a constant long-run mean (see e.g. McCallum,
1986). Thus, it is worth analyzing further the aspect of real business cycle theory
by looking at the effects of monetary and real variables on the development of
output. For this purpose Vector Autoregression models are going to be exam-
ined. VAR proved to be a convenient way of summarizing empirical regularities
and perhaps suggesting predominant channels through which relations work
(see Sims, 1982).

Of the various VAR studies, the first to appear was that of Sims (1980)
which was followed by Sims (1982). In these papers Sims estimates VAR systems
that include among their variables measures of aggregate production and money
stock. He solves for the implied moving-average representations and uses the
latter to decompose the variance of each variable into portions attributable to
the innovations of each of the systems' variables. He finds for the USA that
when a system includes only money output and the price level, the money stock
innovations contribute a substantial fraction of the total explanatory power for
output. However when some nominal interest rate is added to such system, the
fraction of output variability attributable to money stock innovations declines
sharply. He concludes that monetary policy surprises are not important in
explaining the real component of postwar business cycles. Thus, the imposition
of a monetarist rule to make the quantity of money more predictable would have
had little real effect towards reducing these fluctuations. Ahmed et al. (1989)
confirm Sims's conclusion for the European Community. Litterman and Weiss
(1985) also find that the portion of output variance attributable to money stock
innovations declines sharply when a nominal interest rate is added to a small
VAR system. However one of their prominent finding is that the real rate is not
significantly Granger-caused in the quarterly US data by any of money, output,
price and the nominal interest rate. They argue that the theories of Lucas/Barro
and sticky-price types are contradicted by the data, as both transmit monetary
impulses to real variables by way of the real rate. Other results reported in
Litterman and Weiss (1985) provide evidences which are inconsistent with the
RBC hypothesis. Figures in their paper indicate that log of output is in fact
Granger-caused by nominal variables.by

In the paragraphs that follow, some of the aforementioned popositions are
going to be tested for the Greek economy. The variable representing the measure
of output is domestic demand (real GDP minus net exports). As far as monetary
factors are concerned, they are examined in nominal and real terms4 the effec-
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tiveness of Ml money supply, domestic credit total and that directed to the
private sector of the economy, and finally the role of short-term interest rate.
The real variables, which reflect influences from the real side of the economy, are
the terms of trade (imports over exports deflator), real exports, real government
expenditures, and the real production wage. All variables except the interest
rates are first differences of natural logs. Interest rates are simply in differences5.

VAR estimation pays particular attention to determining the appropriate
lag structure. In Sims (1980, 1982) and Litterman and Weiss (1985) all variables
appear in all equations with the same number of lags. In this paper it will be
followed the procedure proposed by several authors (see Hsiao, 1981; Fackler,
1985 among others), which implies that the lag length in the vector autoregres-
sions should be chosen according to Akaike's FPE creterion (Final Prediction
Error). This is more preferable than the usual practice of ad-hoc lags since in the
later results could be biased either because existing causalities are not detected or
of spurious causalities6. Table 2 reports the optimum lag length and the corres-
ponding FPE for each univariate case. In all equations the tests for autocorrela-
tion in the residuals (calculated from the Q-statistic) are favourable to the
hypothesis of white noise processes. Before proceeding to the construction of the
bi -or multivariate VAR models it should be examined whether important error
correction terms are erroneously excluded from the regressions. This detects the
importance of long run components in regressions among difference stationary
variables, and it is connected with the rapidly expanding literature on cointegra-
tion7. Results showed that the null non-cointegration hypothesis can not be
rejected at 5% s.l. in all cases.
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which could attributed to the underdeveloped financial system (see Alogoskoufis
(1982) where a similar result was reported). In the multivariate system, nominal
rate dominates over money supply and diminishes its impact on demand, while
Ami does not cause the system Ara/Ars. However in real terms, money domi-
nates over the real rate in causing domestic demand. Similarly puzzlying are the
relations between money and total credit. In nominal terms causality runs only
from credit to money (although in real terms runs in the opposite direction)
while money dominates over credit in affecting demand. If we replace total
credit with this directed to the private sector of the economy, then cps affects m 1
positively during the first year but the overall effect is negative. Money causes
positively credit too, and dominates in the relations to domestic demand. Not far
better are the results between rates and credit variables.

Despite the puzzlying relations in respect to economic theory, such results
are not new for greek time series. There is a common conclusion among
researchers that apart from the financial system underdevelopment, monetary
authorities did not have a clear objective throughout the post war period.
Demopoulos (1981) concludes that "... the authorities are following the philo-
sophy of the Real Bill Doctrine which is interpreted to mean that stabilization
does not depend on the rate of growth of the money supply but on the quality of
bank credit. This policy presupposes that interest rates should be fairly constant
and this is the policy which the monetary authorities have been following. Con-
trols over the availability of credit and artificially low interest rates produce
perverse effects on the desired objectives of economic development and stabiliza-
tion... On the other hand, if the authorities consider the money supply as one of
the aggregates affecting aggregate demand, they should follow a 'true' monetary
policy rather than a credit policy."

Turning now to the real factors, we can see that no causal link was found
between government expenditure and domestic demand, which is a surprising
outcome. Real exports do not cause demand (no export led growth can be
manifested upon this outcome). However, exports are positively affected by
domestic demand, which is probably due to positive reactions in production
caused by changes in consumption, investment and public spending on country's
infrastructure. Terms of trade (or real exchange rate) negatively affects demand,
which means that a rise in the relative price of imported to exported goods
reduce domestic demand for home produced output, probably due to low price
elasticity of imports (see e.g, the estimates reported in Alogoskoufis, 1989).

Real product wage has a positive effect on demand and it is also positively
caused by the later, which could undermine a procyclical wage behaviour. In the
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relationships among rw and the monetary variables we see that although there
are very few causal links, it seems that real wage dominates over them on
affecting demand. As it refers to the terms of trade, causality runs in both
directions between tr and ml, tr and rml, tr and cto but runs in no direction
between terms of trade and the rest of them. Terms of trade affect positively
nominal money but negatively that in real terms, possibly due to the effect of
inflation. Money causes terms of trade through an interesting lag structure:
positively at first while the total effect is negative. Finally, terms of trade rather
dominate over money in affecting domestic demand.

4. Conclusions

This paper aimed at empirically investigating the argument of the real
business cycle theory for the Greek economy. For this purpose random walk
tests and vector autoregressions have been used, in order to account for the
evidence usually put forward by those who stress the dominance of real factors
for fluctuations of economic activity. Results are not conclusive. The hypothesis
that macroeconomic time series follow a random walk have found some support
but VAR models showed that money plays a major role in output movements.
Thus, since the view that monetary policy is ineffective could not be validated,
the idea of monetary prescriptions can not be dismissed. In particular a rule for
monetary policy would help to stabilize the development of output and could be
more effective than the actual monetary policy that were followed in Greece
during the examined period.

Data Appendix

yc, yq: Gross Domestic Product in current and constant prices respectively
(OECD National Accounts)

cq, iq, gq, mq: Real Private Consumption, Investment, Government Expendi-
ture, Real Exports, Real Imports respectively (OECD Nat. Ace. )

an, ra: Nominal and Real Domestic Demand (GDP minus net exports)
py, pc, tr: GDP deflator, Domestic demand deflator, and Terms of trade

(imports over exports deflator)
et, ut: Total employment and Unemployment Rate (Total Employment over

Labour Force) (OECD Labour Force Statistics)
rw: Real product wage (hourly earnings in manufacturing over GDP deflator)

(OECD Main Economic Indicators )
rs: Short-term lending rate (IMFInternational Financial Statistics)
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