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Abstract

This study applies and tests several stock valuation models of companies whose shares are traded in
the Athens Stock Exchange. The relevant equations are estimated for the five major sectors of the Athens
Stock Exchange (Banks, Textiles, Foods, Buildings, Commercials) using a specification which combines
cross sectional and time series data. This is the Error Components Model.

In view of the results obtained the most important variables across sectors appear to be dividends
followed by retained earnings. The contribution of the remainder of the independent variables has been
mixed.(JEL G10)

1. Introduction

In the past few years business theorists and practitioners have at their dispo-
sal such data that allow them to apply efficient advanced techniques for the
estimation of relevant parameters. One such approach is the combination of
cross section and time series data. The significance of this approach and its
potential use by various specialists in the broad area of Business Finance is what
prompted us to write this article. Our objective is to provide a critical apprecia-
tion of the approach so that potential users will familiarize themselves with its
advantages and limitations.

The article is divided into four sections. In the second section we deal the
fundamentals of pooling cross-section and time series data. In the third, in an
effort to apply the theory, we test a share valuation model with data from the
Athens Stock Exchange. The fourth and final section is concerned with conclu-
sions.
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2. Pooling of Cross-Section and Time Series Data

The estimation of functions that combine time series and cross-section data
is an occurence common enough in empirical business research. Usualy we
observe a number of companies, households, individuals etc. over a number of
years. The combination of time series and cross section data offers researchers a
significant number of degrees of freedom which alows them to overcome the
constraints of the assumptions of the classical least squares regression model.
Perhaps the most serious underlying assumption is that both the slope coefficient
and the intercept are fixed and identical from observation to observation. This
assumption is violated since individuals are likely to differ in their response to
some economic or other stimuli®.

The common approach is the introduction of unobservable cross-section
and time effects. The introduction of all these variables allows one to capture al
those important individual or time effects which affect the dependent variable
but which cannot be measured explicitly.

Furthermore the introduction of these effects helps to reduce the degree of
autocorrelation, heteroscedasticity and multicollinearity’.

Algebrically the relationship may be written as follows:

K
Yi=a+ Y BiXu + & § 2R, Dy N (1)

k=1

(=2 . T )

CNEPE & = Wi + A + Wi
Y is the dependent variable
Xt is the kth nonstochastic explanatory variable
wi is the unobservable cross sectional effect, which is invariant over
time but differs among cross-sections,
A is the unobservable time effect, which is constant among cross-sec-
tions but differs over time,
wi is the unobservable remainder effect, which differs both across
time and among cross sections.

The parameters of the above specification can be estimated making a
number of different assumptions regarding the nature of the stochastic term ;.
These assumptions, used widely in applied research are:
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Assumption 1. The terms w; and A: are unknown constants while the term
wi is a random variable.

Assumption 2. All the terms mentioned above are random variables.

The first assumption leads to the dummy variable model’ while the second leads

to the error components model®,

With the dummy variable model the resulting estimates will be unbiased and
consistent, but will not be the most efficient in comparison with other estimating
techniques. Another disadvantage of this is the use of a significant number of
degrees of freedom. Further, application of this approach eliminates a large
amount of the variation among both the explained and the explanatory variables
when the variation between cross-sections and between time periods is large’.

Furthermore it is extremely difficult to attach a sound economic meaning to
the dummy variables. Finally this approach is especially sensitive to possible
errors in variables®.

The above problems may be overcome using a specification that treats the p;
and A as random variables.

With this approach the relationship may be written as:

K
Y=o+ PBeXu + &t i=1,2 ..,N 3)

k=1

t=1,2, ..., T
where Eit = Mi + A + Wit 4

In equation 5 the total random effect &; consists of three random effects, the
first accounting for firm effects, the second for time effects and the third is an
overall cross-section and time series effect.

The estimation of the coefficients involves the use of a modified Aitken
procedure consisting of two stages’. In the first stage the estimates of the variable
of the error components may be obtained using least squares with dummy varia-
bles, while in the second one could use the generalised least squares estimator:

Al -1

“X'Q XX QY (5)

>
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2.1. Specification Tests

Are the variance components 'significant?

To test whether the firm and time effects are statistically significant Breusch

and Pagan® have developed a test the properties of which have been tested by
others’. Under the Breusch and Pagan test the null hypothesis is expressed as
follows: Ho= o*i= G‘i = (. This means that there are no firm and time effects and
the alternative hypothesis is o°,, 3 7 0. Under the null hypothesis the variance-
covariance matrix of the stochastic error term is Q = ow Int and the simple
least squares method gives a maximum likelihood estimate for the variance
0% = ————;:ll_ where 0 stands for the least squares residuals.
Breusch and Pagan propose a Langrange-multiplier statistic the properties of
which have been analysed by Moran (1971) and Chant (1974) who have shown
that under the null hypothesis it is distributed as X*. If the value of the LM
statistic is lower than its theoretical value X{z for a given level of statistical
significance we then accept the null hypothesis that o} = o}, = 0. Conversely if the
value of LM is greater than its theoretical value X{; we reject the null hypothesis
that O‘i = o, # 0 accepting thus the error components model.

2.2. Monte Carlo Experiments

Baltagi"’ via Monte Carlo experiments examined among other things the
finite sample properties of the GLS estimators, the performance of the Breusch
and Pagan tests and the frequency of negative variance estimates. His conclu-
sions were:

a) The Breusch and Pagan test performed satisfactorily save those cases where
one of the variance components was zero or very small but significantly
different from zero.

b) Provided the variances of the error components do not tend to zero use of
the estimated generalised least squares estimator is preferred to the simple
least square and/or covariance estimator.

c) If the number of cross-sections N is larger than the time periods T it is
better to view the time series and cross section effects as being random and
adopt the error components specification.

d) If N and T are small, around 10, it is difficult to decide which estimator is
more efficient (GLS or covariance).

e) When the estimated variances of the error components are negative, it is
proposed that the negative variance be replaced with zero''.
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3. An Application Using Data from the Athens Stock Exchange
3.1. The Economic Model

According to valuation theory' the two main sources of value for shares (P)
are dividends (D) and retained earnings (RE) per share. Retained earnings may
represent new future growth in earnings per share. Once the assumption of
certainty is removed we must take account of the influence of risk on share
values. We should consider both business (CV) and financial risk (OE). The
business risk variable reflects our inability to obtain perfect estimates of profits.
Financial risk on the other hand represents the additional variability injected
into earnings per share as a result of using debt capital. A number of previous
researchers” have used size (S) as an independent variable in a various cost of
capital models. Size has been used mainly as a proxy for risk. The discussion so
far suggests the following relationship:

P = F (D, RE, CV, OE, S). (6)

Our approach specifies a number of variables as being important determi-
nants of share prices. What we have is a testable hypothesis and only by resorting
to testing will we be able to say anything concrete about importance of the
dependent variables affecting share prices.

3.2. Sources of Data and Definition of Variables

In this study we report results for five (5) sectors. Banks (11), Textiles (11),
Food and Spirits (8), Building and Materials (7) and Commercials (8).

All data were extracted from the Athens Stock Exchange Year Book. The
companies for which we could obtain data were observed from 1984 to 1989
inclusive. The companies were thus observed for six years continuously. For the
construction of a number of variables, namely growth and risk we needed con-
tinuous data for the period from 1980 to 1989. All variables are expressed in real
terms using the implicit GNP deflator.

Regarding the functional form of the regression equations since there is not
a priori reasoning for the choice of a specific functional form we experimented
with both linear and logarithmic formulations'. Our results suggested that as a
first approximation the relationships were linear in absolute terms. The relation-
ship stated above was tested in a stepwise fashion. The statistical findings are
shown in Appendix 2.



Qur objective is to determine the extent to which changes in share prices
across time and companies could be explained by those variables advanced by
theory as being important determinants of value.

Specifically we tested the following relationship:
e O
P=F (AD, RE, CV, OE, SIZE) )

Where P is price per share. It is the arithmetic average of the monthly
average prices.

AD is average dividends per share. Ex-ante we do not really know
whether investors use current dividends or some normalised value
of dividends in order to have an estimate of expected dividends.
We have used both current dividends per share and a five year
average of dividends. An average of dividends in conjuction with
pooling our time series and cross-section data may purge the tran-
sitory effects of this variable which may still exist in any single
cross-section. According to valuation theory we expect a positive
relationship between price and dividends. _

RE is the variable representing retained earnings per share. We expect
a positive relationship between share price and retained earnings.

CV s the variable representing business risk. Specifically CV= SW/E ,
where Su is the standard error of the regression of earnings per
share before the deduction of interest and taxes against time. To
be more precise: E; = a + b(t) + u,.

t=t4, ..t
- t
E=Y E/S
t-4
We expect a negative relationship between share price and busi-

ness risk.

OE is the additional variability injected into the earnings per share as a
result of using fixed interest debt capital. It is represented by the
ratio of own to debt capital. It is extremely difficult a priori to
decide the sign of the relationship between share prices and finan-
cial risk. Theoretically the issue has not been resolved and it still
remains an empirical problem.

Size ‘is the ratio of total assets to the total number of shares. The
theoretical justification for inclusion of this variable is that a big
company may be better diversified than a smaller one and be, thus
less risky. We expect a positive relationship between share price
and size.



3.3. Empirical Results

According to the theoretical relationships advanced by valuation theory, we
expected both dividends and retained earnings to be positively related to share
prices. Our empirical findings are in accordance with the theoretical relationships
of section 3. Thus our theoretical predictions are empirically validated since both
components of return exert a positive and significant influence on share prices.
Given the sign, magnitude and statistical significance of the dividends coefficient
we can say that dividends exert a greater influence on share prices than retained
earnings. The importance of dividends vis-a-vis retained earnings may indicate
investors preferences for certain dividends over uncertain future earnings expect-
ed from the reinvestment of retained earnings. Alternatively, this finding may
revea that dividends act as a vehicle in conveying information about future
earnings. As regards the importance of the other variables no precise conclusions
can be reached as their contribution to the dependent variable has not really been
worth discussing. This is probably due to the fact that Greek investors do not as
yet have the required information correctly to appraise shares. They look upon
dividends as being the only variable capable of conveying important information
about the future prospects of companies. We should aso state that by applica-
tion of the Breusch and Pagan test we found that the time effects were insignifi-
cant while the firm effects were statistically significant. The results are shown in
appendix 1.

4. Conclusions

In many areas of Business Finance the nature of data is such that only
combination of time and cross-section data can be used to test various business
relationships. We now possess a sufficient number of statistical tools and criteria
to be able to use the appropriate specification for combined cross-section and
time series data. Chow's (1960) test should used for data homogeneity. Haus-
man's criterion is important in deciding whether one should apply an error
components or a covariance specification. Breusch and Pagan'n test is valuable
for knowing if the cross-sectional and time effects are statistically significant.

All methods for estimating the variances of the error components, with the
possible exception of that proposed by Wallace and Hussain (1969), yield identi-
ca estimates for the regression estimates. The phenomenon of negative variance
may be due to:

a) bad model specification or
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b) the fact the true variance tend to zero but is statistically different from

Zero.

In general, when N>T the generalised least squares estimator seems to be
more appropriate than the covariance estimator. [Arora (1973), Taylor (1980),
Baltagi (1981)]. Only when N and T are small, around 10, we could not decide
which estimator is more efficient. [Swamy and Arora (1972), Taylor (1980),

Baltagi (1981) ].

Appendix 1

Test for Statistical Significance of Firm Effects

Using the Criterio of Breusch and Pagan

Critical Value

2
Sector Value X X2os.
BANKS 28.5 3.841
TEXTILES 39.5 3.841
FOOD-SPIRITS-MILLS 55 3.841
BUILDING MATERIALS 6.2 3.841
COMMERCIALS 43.1 3.841
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Appendix 2
Table 1
BANKS
Estimation Method: Generelised Least Squares
SPECIFICATION
VARIABLES 1 Il III
C -792,0 -573,4 -803,8
('299)* ('1,6) ('230)
AD 18,4 17,9 19,3
@8.1) (8.1 (8,2)
RE 29 3.5 3.2
2,1) (2,4) (2,2)
OE 3.,634,5 2.842,2 3.713,0
(1,5) (1,0) (1.4
Size — -0,005 -0,003
(-0,4) (-0,2)
[6)Y 199,6 — 205,8
(14) (1,4)
—2
R 0,725 0,72 0,73

* Numbers in brackets are t values



Table 2
TEXTILES

Estimation Method: Generalised Least Squares

SPECIFICATION
VARIABLES I 11 I
(g 36,3 12,6 23,5
(1,8)* 0,9) (1,5)
AD 8,1 7,0 6,8
(12,6) (11,9) (11,7)
RE 0,5 0,6 0,5
(1,6) 2,1) (1,9)
OE 3.4 5,9 <17
(-0’4) (-Olg) ! ('0!2)
Size — 0,018 0,017
(5,8) (5,3)
cv s 7. - 15
(-2,8) ' (-1,9)
_2
0,91 0,92 0,93

* Numbers in brackets are t values




Table 3
FOOD - SPIRITS - MILLS

Estimation Method: Generalised Least Squares

105

SPECIFICATION
VARIABLES I I 11
C 130,6 95,6 131,3
4,5)* 4,0) 4.5)
AD 4,0 6,3 4,6
(3,0) 4,3) (2,8)
RE 0,3 0,6 0,4
0,5) (1L,1) 0,7)
OE 92,1 87,5 95,0
(-3,5) -3,2) (-0,6)
Size - -0.018 -0.009
L1 (-0.6)
cv -38,0 — <352
(-2,2) (-2,0)
=)
0,69 0,66 0,69

* Numbers in brackets are t values
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Table 4

BUILDING MATERIALS

Estimation Method: Generalised Least Squares

SPECIFICATION
VARIABLES I I1 III

C 13,1 27.2 29,0
(0,3)* 0,4) 0.4

AD 50 6.1 6,1
(11,4) (12,1) (11,4)

RP 6.8 8.7 8.7
(5,0 (5,5) (3.8)

OE 2.7 9.8 10,0
(0,3) 0,9 (0,9)
Size _ 20,09 0,09
(-1,4) (-1,4)

cv -15.3 — 2.7
(-0,7) (-0,1)

R’ 0,89 0,90 0,90

* Numbers in brackets are t values
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Table 5
COMMERCIAL COMPANIES

Estimation Method: Generalised Least Squares

SPECIFICATION
VARIABLES | 11 11
C 37,4 61,5 35,7
(0,8)* (1,2) 0,7)
AD 4,7 4,1 4,5
(4.9) 3.1) (3,6)
RP 2.4 1,8 2.3
(2,5) (1,8) (2,3)
OE -17,6 -19,2 ~183
(-2,3) (-2,3) (-2,3)
Size - = 0,08 0,03
(0,6) 0,2)
cv 69.3 o 68,1
2,1 2,0)
R 0,90 0,89 0,90

* Numbers in brackets are t values
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Footnotes

1. This assumption has been criticised with particular severity. See Klein (1953), Theil (1957)
and Zdlner (1962b).

2. To the extent that they affect the dependent variable.

3. Thewel known covariance analysis, which in the past had been used extensively in the area
of production functions. See Mundlak (1963), Hock (1962).

4. For a number of variations of the error components model see, Balestra and Nerlove
(1966), Chamberlain and Griliches (1975), Lillard and Willis (1978), Lillard and Weiss (1979),
Hausman and Taylor (1981).

. Maddala (1971).

. Mundlack (1978) and Hausman (1978)

. Amemiya (1971).

. Breusch and Pagan (1980).

. Moran (1971) and Chant (1974).

10. Baltagi (1981).

11. Wallace and Hussain (1969).

12. Miller and Modigliani (1961).

13. Benishay (1961).

14. See for instance Zarembka's work (1968).

15. The performance of the rest of the variables was mixed. It is interesting to note that there
are similarities in the performance of the main sources of value, that is dividends and retained
earnings, between our study and other studies. See for instance Fisher (1961) and Friend and
Puckett (1964), among many others.
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