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Abstract

This paper examines the influence of Standard and Poor 500 (SP-500) and Financial Times 100 (FT-100) stock price indices on the General Index (GEN) of the Athens Stock Exchange (ASE), which belongs to the European Emerging Markets. The methodological approach is based mainly on multivariate Box-Jenkins modelling. The results indicate that there is statistically significant causal effect of small magnitude from SP-500 on GEN and a weak but also statistically significant correlation between FT-100 and GEN. The explanatory power of both the causal effect and the correlation on GEN is smaller as compared with that of its own past history. The existence of substantial within-series correlation in GEN, but primarily its particular pattern, entails the rejection of the hypothesis, of weak-form market efficiency for ASE. However, ASE is informationally efficient in terms of the time required for the assimilation of new information from foreign markets. (JEL: G14, G15, C22, C32).

1. Introduction

Co-movement in stock prices in different countries is of interest for several reasons. Primarily it is of interest to investors who wish to obtain the maximum possible rate of return on their investment for a given risk, by properly allocating their investment portfolios. It is also of interest to the economic forecasters and policy makers as the covariation of stock prices: (a) can be considered as an alternative measure of financial integration, the latter being customarily assessed in terms of dispersion of interest rates between markets; (b) indirectly affect consumption and investment expenditures.

Since the establishment of the theoretical framework of modern financial theory (Markowitz, 1952; Sharpe, 1964; Lintner, 1965) there have been numerous studies which have examined the covariation in the stock indices of most of
the mature financial market world-wide and its importance in mean-variance portfolio analysis (e.g. Crubel, 1968; Solnik, 1974; Eun and Shim, 1989; Jeon and Furstenberg, 1990). A plethora of methodologies have been used for this purpose, including techniques of multivariate statistical analysis (e.g. principal component analysis (Feeney and Herst, 1967), factor analysis (Ripley, 1973), and cluster analysis (Panton et al., 1976), spectral methods (Granger and Morgenstern, 1970; Hilliard, 1979), OLS regression models (Eun and Resnick, 1984), multivariate time series methods (Dwyer and Hafer, 1988) and vector autoregressive models (Eun and Shim, 1989; Jeon and Fursatenberg, 1990). In terms of time intervals daily data (Jeon and Furstenberg, 1990; Eun and Shim 1989), weekly data (Granger and Morgenstern, 1970) as well as monthly data (Agnon, 1974; Ripley, 1973) have been used.

Although there are some controversies as regards the conclusions of these studies (see Jeon and Furstenberg, 1990 for a review on this matter) there is a general agreement on several points, the most important of which are summarized below: (i) co-movement in share prices within a single Financial Market are clearly more pronounced than between different Markets; (ii) geographical proximity, as well as cultural ties (e.g. partnership in the British Commonwealth) increase the co-movement between the Markets; (iii) co-movement has been increased over the last years as a result of certain financial regulations (e.g. the financial services act of 1986 for the London Stock Exchange), political decisions (e.g. the 1987 accord for international co-operation in macroeconomic policymaking by the leaders of the Group of Seven in Louvre, France), and significant events of global importance (e.g. the stock market crash of October 1987 and the Gulf War in 1991); (iv) any lead-lag relationships are such that the resulting dynamic responses are consistent with the notion of informationally efficient financial markets.

From the methodological standpoint, testing the hypothesis of the so-called weak form efficiency (i.e. that share prices move independently of previous movements, and thus there are no patterns enabling the prediction of future price movements from studying charts of past prices), is the first step to be followed in such studies. This is necessary because any effect of past prices on future prices of the same market should be taken into account before the co-movement of this market with other markets is considered. For the Mature Financial Market it has been well established that the hypothesis of weak form efficiency is not rejected (e.g. Brealy and Mayers, 1988).

In spite of the great number of studies which deal with Mature Financial Markets in regard to co-movement among markets, such studies for the so-
called Emerging Financial Markets are relatively scanty (e.g. Lessard, 1973). Theodossiou et al. (1993) test for dependencies in the first and second moments of the joint distributions of the Greek and US stock returns in a GARCH framework using weekly data. They find that stock market returns in Greece are related to past US returns, but volatility in the two markets is not linked.

Studies of efficiency for the ASE as well as other emerging markets gave controversial results. Among the empirical studies examining efficiency in the Athens Stock Exchange (ASE) Niarchos and Georgakopoulos (1986) examined the effect of annual corporate profit reports on the share prices of ASE, and found a slow and gradual adjustment of stock returns to new information, which entails the rejection of efficiency. Stengos and Panas (1992) conclude that the Efficient Market Hypothesis (EMH) cannot be rejected in its weak and semi-strong form for the banking sector of the ASE, while Niarchos and Alexakis (1997) examined the returns between common and preferred stocks and concluded that the EMH is rejected. As far as other emerging markets are concerned, Antoniou et al. (1997) tested the EMH in its weak form for the Istanbul Stock Exchange, and found that the hypothesis is rejected for many stocks. Urrutia (1995) reached to the same conclusion for the Latin American Markets. However, Cooper (1983), and Dockery and Vergari (1997) found that the hypothesis cannot be rejected for the Corean and the Budapest Stock Exchange respectively.

The purpose of this study is to examine the effect of Mature Financial Markets on the Athens Stock Exchange (ASE). To this end, the hypothesis of weak-form efficiency for ASE will first be tested. The methodology to be used is Box-Jenkins transfer function modelling. The proposed methodology has the comparative advantage over the methods usually employed for similar studies that, in addition to any lead-lag relationships, it also allows for contemporaneous co-movements to be examined. The hypothesis of informational efficiency (in terms of the transmission and assimilation of information from other markets) for the ASE will also be examined and for this purpose it is necessary to use daily data rather than data of lower frequency.

ASE belongs to be European Emerging Markets together with the Lisbon, Istanbul and recently the stock exchanges of some of the East European ex-communist countries. The capitalization of the Athens equity market as at the end of March, 1994 was 3.5 trillion drachmas (i.e. $14.3 billion, approximately). In order to examine the effect of the Mature Markets on ASE, we selected New York, which in terms of capitalization value is the largest market in the world (in the late 80's and until 1990 the Tokyo market had taken the lead), and the
London market which is the largest market of the European continent and the third largest worldwide after New York and Tokyo.

The rest of this paper is organised as follows: in section 2 we describe the available data and establish the methodological approach. Results and the associated comments are presented in section 3. The concluding remarks are stated in section 4.

2. Data and Methodology

Daily values of the Standard and Poor-500 index and the FT-100 index are used for the New York and London markets respectively. For the ASE the General Index (GEN) will be used. This index comprises about a third of the companies listed in the ASE (53 of the 164 listed companies in 1992). It is important to use daily data as lower frequency data may obscure any lag relationships and informational efficiency will not be able to be tested. The period that the data cover is from January 8, 1990 until October 19, 1992. In the cases when one market was closed, the corresponding index has been given the value of the previous day. Totally there are 715 daily values. It should be mentioned that the three markets do not operate concurrently. ASE opens at 9.00 UTC, and closes at 11.00 UTC; The London International Stock Exchange (ISE) from 9.00 UTC to 17.00 UTC; The New York Stock Exchange (NYSE) from 14.30 UTC to 22.00 UTC. Hence, there is no overlap between ASE and NYSE but there is a two and a half hours overlap between ISE and NYSE and an overlap between ASE and ISE for the whole period that ASE is open.

Figure 1 represents the variations of GEN, SP-500 and FT-100 against time. The series have been adjusted so that all series start with the value 100. The actual values of GEN are shown in Figure 2. Some events with strong potential influence on share prices are spotted in the same Figure. As indicated by Figure 2 share prices rose sharply in ASE before July 1990. This remarkable rise coincided with the formation of a stable government after the parliamentary elections, the election of K. Karamanlis in the Presidency of the Republic, and the expectations that the city of Athens would undertake to host the 1996 Olympic Games. On the other hand the sharp decline in share prices that followed, may partly be attributed to the crisis in the Greek - FYROM relations, the invasion of Iraq into Kuwait and the assignment of the 1996 Olympic Games to Atlanta, USA.

Another point which should be mentioned as far as GEN is concerned is the imposition of limits outside of which changes in the daily share prices are not
allowed to occur. On August 18th 1982 a computerised trading system started to operate in the ASE. At this date a limit of ±10% on the daily price changes was first applied for five shares of the banking sector. This limit was gradually extended and by December 24, 1992 it had been applied to all the shares. The numerical value of the limit was finally set to ±8% for shares with relatively higher volume of daily transactions and to ±4% for those with lower volume of daily transactions. Inevitably these limits have restricted the variability of GEN.

A stationary time series may usefully be described by its first and second moments (mean and variance) and either its autocorrelation functions, or its spectral density function. Because the autocorrelation function and the spectrum are transforms of each other, the two ways are equivalent. In finance, although there are analyses in the frequency domain (e.g. Granger and Morgenstern, 1970; Hilliard, 1979) it is much more usual to work in the time domain. The techniques to be used in this study are from the time domain. More specifically, Box-Jenkins univariate ARIMA modelling will be used to examine the dependence of the three indices from their own past. The analysis will also employ multivariate (transfer function) ARIMA modelling, to examine the effect of FT-100 and SP-500 on GEN.

The general form of a univariate ARIMA (p, d, q) model describing the current value $Y_t$ of a stochastic time series by its own past is:

$$
\Delta^d Y_t = \mu + \phi_1 \Delta^d Y_{t-1} + \ldots + \phi_p \Delta^d Y_{t-p} + \Theta_1 a_{t-1} + \Theta_q a_{t-q} + \alpha_t
$$

where $\Delta$ is the difference operation, $d$ is the order of differencing ($d = 0$ if $Y$ is stationary), $\mu$ is the mean of the series if the series is stationary, or just a reference point if it is non-stationary; $\phi_1, \ldots, \phi_p$, and $\Theta_1, \ldots, \Theta_q$ are the autoregressive and moving average coefficients; and $\alpha_t$ a random shock. By introducing the backward shift operator $B^s Y_t = Y_{t-s}$, equation (1) may be written as

$$
\varphi(B) (1 - B)^d Y_t = \mu + \Theta(B) \alpha_t
$$

where $\varphi(B) = 1 - \phi_1 B - \ldots - \phi_p B^p$, is the autoregressive polynomial; $\Theta(B) = 1 - \Theta_1 B - \ldots - \Theta_q B^q$, is the moving average polynomial, and $(1-B)$ is equivalent to the difference operator $\Delta$. If seasonal components of seasonality $s$, or seasonal differencing, are included in the model in a multiplicative way, the model is denoted as ARIMA $(p, d, q)(P, D, Q)_s$.

It must be emphasised that Box-Jenkins models are empirical models, created from the data and it is important that the iterative model building
The process proposed by Box and Jenkins is followed (Box and Jenkins, 1976; McCleary and Hay, 1980). This process consists of (i) the identification, where the patterns of autocorrelation function (ACF) and partial autocorrelation function (PACF) are used to identify a tentative model; (ii) the estimation, where the coefficients of the model are estimated, and their statistical significance is tested; (iii) the diagnosis, where the whiteness of the residuals is examined by ensuring that there are no significant correlations at low lags and that the value of the Ljung-Box statistic (LBQ) (Ljung and Box, 1978) is not statistically significant; and (iv) the metadiagnosis, where the model is compared with other rival models and the selection criteria are the parsimony and the residual mean square value of a model. While non-stationarity in levels is explicitly taken into account by ARIMA models, stationarity in the second moment, a condition which is necessary for an ARIMA model, is not and will be examined before the identification stage. In addition, the augmented Dickey Fuller (ADF) test (Dickey and Fuller, 1979) will be used as an auxiliary method to test for non-stationarity in levels.

Once the univariate model for \( Y_t \) is constructed, the dynamic effect of another series \( X_t \) may be examined by letting

\[
Y_t = u_0 X_t + u_1 X_{t-1} + \ldots = u(B) X_t + N_t
\]

where \( u(B) \) is known as the transfer function, \( u_0, u_1, \ldots \) as the impulse response weights and \( N_t \) a model for the noise component. Information about the character of the transfer function can be obtained from the pattern of the cross correlation function (CCF) between \( Y_t \) and \( X_t \). It can be proved that under certain conditions the magnitude of the cross correlations at various lags of the CCF is directly proportional to the impulse response weights (Box and Jenkins, 1970). It must be emphasised that only when both series are appropriately transformed is the CCF meaningful. Otherwise, the magnitude of the cross-correlations is “contaminated” by the within-series correlation. The steps to be followed before the CCF is estimated are briefly described in Appendix 1.

Once the CCF of a particular case is estimated, the bivariate model can be estimated in the following way:

a) From the character of the estimated CCF we tentatively identify a transfer function ignoring the residuals of the model (noise component) at this stage. As the character of the CCF may imply more than one forms for the transfer function, the model is built, in general, on an iterative trial and error way similar to that for the univariate model discussed earlier.
b) The residuals are modelled by fitting and ARIMA model, which, is not necessarily the same with the original univariate ARIMA model for the dependent variable.

c) Having estimated separately the models for the transfer function and the noise, these are combined to assess the adequacy of the model as a whole.

As far as the assessment of the performance of a model is concerned, the coefficient of determination $R^2$ is not used in time series models as the possible existence of trends and/or constant terms leads to always very high values of $R^2$. In all cases that $R^2$ is used as a measure of the performance of a model in this paper, trends and constants do not exist, so that only MA and/or AR terms, as well as the transfer function, are taken into account.

3. Results and discussion

Figures 3 and 4 show respectively, the plots of ACF and PACF for GEN. Both, the very slow decay for the ACF and the strong correlation with a magnitude close to 1.00 at lag 1 for the PACF suggest that GEN is non-stationary. The ACF and PACF (not shown) for SP-500 and FT-100 have similar patterns. Confirmation of non-stationarity is provided by the values of the ADF test which are presented in Table 1. The plots of the first differences of GEN, FT-100 and SP-500 against time (not shown here) reveal that the variability for GEN is not constant and variance non-stationarity seems to be present in these cases. For FT-100 and SP-500 there is no indication of variance non-stationarity. To examine the possibility that relatively lower variability is associated with relatively lower local mean levels, GEN was divided into segments of equal length and the local standard deviations (SDs) as well as the local variances were regressed against the local mean levels. The regressions of local SDs for GEN gave statistically significant slope coefficients as well as higher values of $R$ than the regressions of local variances against local mean levels. These results suggest that the logarithmic transformation can render variance stationary series (Box and Jenkins, 1976). Henceforth the logarithms of GEN (LOGGEN) will be used.

Figures 5 and 6 show the plots of ACF and PACF for the first differences of LOGGEN. The 95% confidence interval in these plots is noted with the dashed lines on both sides of the vertical axis. It is apparent that there are several lags with significant as well as marginally significant correlations in all plots. The most pronounced autocorrelation is at lag 1 with magnitude 0.189 and 0.183 for
both the ACF and PACF. The character of the ACF and PACF suggest that this correlation could better be modelled by an MA component, but the general pattern of the ACF and PACF is such that no specific model is immediately distinguishable. Following the iterative process described previously, several tentative models were tested and some were found to be adequate. Metadiagnosis showed that the best model for the LOGGEN series is an ARIMA (0, 1, 1) (0, 0, 1)₄ (0, 0, 1)₁₀, i.e. a multiplicative IMA model with MA components of 1st, 4th and 10th order. The values of the MA components of the model are shown in Table 2. The computer programme which was used for the estimation is the BMDP module 2T (Liu 1988).

Figures 7 and 8 show the plots of the ACF and PACF for the residuals of the univariate model for the series of LOGGEN. There seem to be no significant correlations in these plots and the value of the LBQ statistic is 29 at lag 34. The critical LBQ value for 30 degrees of freedom (degrees of freedom = number of lags - number of parameters estimated) is 43.8 confirming that the hypothesis that the residuals are white noise cannot be rejected. The MA components at lags 4 and 10 may be associated with the existence of weekly and biweekly cycles in the share prices. In passing, it is also noted that in all the examined cases models with MA components gave lower RMS values than models with AR components. The same is true for multiplicative models as compared with additive models.

Caution is needed on how these results are interpreted from the point of view of financial theory. The existence of autocorrelation contradicts the hypothesis of week-form efficiency in the ASE, within the framework of constant expected returns. However, it is reminded that the GEN series was found to be variance non-stationary, hence, the hypothesis of constant expected returns in not valid in this case (because risk averse investors will require higher returns when variability increases). Without the assumption of constant expected returns the existence of autocorrelation in the returns time series does not necessarily contradict the hypothesis of week-form efficiency (Elton and Gruber, 1995). In the present case it is not the existence of autocorrelation itself, but its particular pattern (multiplicative seasonality) that makes us reject the hypothesis of weak form efficiency.

As far as the differenced SP-500 and GT-100 series are concerned, the plots of the ACF are shown in Figures 9 and 10 respectively. At no lag a correlation appears to be significant in either of the two Figures. The values of the LBQ statistic at lag 30 for the first differences of SP-500 and FR-100 are 33 and 32 respectively. The critical LBQ value at the 95% confidence level is 43.8, imply-
ing that both these series can be considered as white noise. Hence, the SP-500 and FT-100 series are random walks, a result that is consistent with the hypothesis of weak form efficiency in these markets.

Given that both the first differences of FR-100 and SP-500 series are white noise it is easy to estimate the CCFs between each of these series and the GEN series by simply cross-correlating the residuals of the univariate models for LOGGEN and successively the first differences of SP-500 and FT-500 (as there is no within — series correlation in the first differences of the SP-500 and FT-100 series steps, 2, 3 and 4 of appendix 1 are not necessary). As LOGGEN is in logarithms, the SP-500 and FT-100 are also log-transformed and quoted as LOGSP and LOGFT, respectively, hereafter.

Figures 11 and 12 show the plots of the CCF between LOGGEN and LOGSP, and LOGGEN and LOFGT respectively. In Figure 11 there are significant correlations at lags -4, 1 and 3 and 10. The ones at lags -4 and 10 have no interpretation as far as financial theory is concerned. It should be mentioned at this point that as the 95% confidence level is used, it is expected that there will be one significant correlation in every 20 lags simply as a result of type I error. The correlation at lag 1 represents the effect of NYSE on the ASE because as mentioned previously there is no overlap in the working hours of these two markets, therefore, the effect of NYSE can only be realized in the ASE on the next day. It is difficult to decide whether the significant correlation at lag 3 can be attributed to the effect of the New York market or to randomness. It will be initially included in the transfer function model and its significance will be tested together with the correlation at lag 1.

The CCF between LOGGEN and LOGFT (Figure 12) has one significant correlation of magnitude 0.155 at lag 0 followed by a marginally significant correlation of magnitude 0.072 at lag 1. As there is a complete overlap between ASE and ISE during the working hours of ASE, this pattern of CCF is reasonable. The tentative transfer function model for this case includes two terms for the predictor variable corresponding to lags 0 and 1.

For the estimation of these two models the steps (a) to (c) were followed for each one. The results are shown in Table 3. Results of the ARIMA models for the residuals are not quoted, because it was found that the models for the residuals in both cases have the same components with the corresponding original univariate models and the impulse response weights are statistically significant, as suggested by the patterns of the CCFs, confirming that there is an effect of both the NYSE and
ISE on the ASE. It is also apparent that with the exception of the significant correlation at lag 3 in the CCFs of LOGGEN with LOGSP which is of uncertain origin the character of the effect of both markets on the ASE indicates that the hypothesis of informational efficiency is valid for the ASE.

It is interesting to examine whether or not the effect from ISE is direct or it represents an indirect effect from NYSE transmitted through ISE. To do so at first it is necessary to find the transfer function between FT-100 and SP-500. The residuals from this model will represent that part of the variation in FT-100 that is not related with SP-500 and, therefore, will be, by construction, orthogonal to SP-500. Those residuals together with SP-500 can be used as predictors in the transfer function. The CCF between the first differences of LOGSP and LOGFT is shown in Figure 13. There are two significant correlations at lags 0 and 1. The transfer function model, not quoted, confirms that the corresponding coefficients are statistically significant. The results on the transfer function model having as dependent variables LOGGEN and as independent variables the residuals of LOFGT (called LOGFTSP) and LOGSP are shown in Tables 4. Again results for the models for the residuals are not quoted, as these models are the same with the original univariate ones. In both cases there are significant impulse response weights at lag 0 for LOGFTSP and lags 1 and 3 for LOGSP. Hence, in addition to the effect from NYSE on ASE, there is a separate correlation (synchronous co-movement) between ISE and ASE. This is an interesting result as it provides further evidence that the ASE participates in the so-called global integration of the financial markets. At this point it should be noted that Theodosiou et al. (1993) found no interaction between the Greek and the German stock markets. However, they used weekly instead of daily data.

It is also interesting to assess the relative importance of the various "factors" on ASE. This can be done by examining the explanatory power of the univariate as well as the multivariate models with dependent variable LOGGEN. The factors to be examined are the within — series correlation, i.e. the series own past, NYSE, ISE, and the combined effect of NYSE and ISE. Table 5 shows the values of R for all the models created so far. The values in parentheses show the change in the value of R after the inclusion of a transfer function. The term over-modelling refers to a univariate model in which MA and /or AR components have been included, in addition to those required to render white noise residuals (if there exist any such components which are statistically significant). The purpose of doing this is to examine the possible improvement in the value of R caused by over-modelling as compared with the value of the same statistic accounted for by the factors mentioned previously.
From the figures of Table 5 it is evident that the series own past has a more important effect on LOGGEN than LOGET or LOGSP. The effects from LOGSP and LOGFT are equal in size and is small in magnitude. However, as already analysed, part of the LOGFT effect is attributed to the indirect transmission of the LOGSP effect on LOGGEN through LOGFT. On the other hand overmodelling improves only by about one point the explanatory power of the model. The inclusion of both the effect from NYSE and the correlation with ISE improves the $R^2$ value by about four points, but it still remains of lesser importance than the effect of the series own past.

Although a statistically significant effect from LOGSP on LOGGEN was found, its small magnitude implies that ASE is suitable for international portfolio diversification. It should also be noted that the causal effect of LOGSP to LOGGEN does not necessarily imply a trading rule for investors, at it refers to closing prices for both markets. To conclude, whether or not, a trading rule exists it is also necessary to examine the effect of the New York Market on the next day's opening value of GEN. If the GEN value at opening is not influenced by the closing SP-500 value of the previous day (i.e. the information from the New York Market has not been incorporated in GEN yet), then our results suggest a trading rule. However, opening prices for ASE were not available.

4. Summary and Conclusions

This paper has examined the effect of the New York and London Stock exchanges on the Athens stock exchange. The main conclusions are the following:

i) There is a statistically significant causal effect, small in magnitude, from SP-500 on GEN, and a contemporaneous co-movement between FT-100 and GEN. The causal effect of FT-100 on GEN is attributed to the indirect causal effect from SP-550 to GEN through FT-100.

ii) Any external effect is smaller compared with the effect of the past history of GEN.

iii) The pattern of the within — series correlation in GEN is counter evidence for the existence of weak form efficiency in ASE.

iv) In terms of the time required for the transmission and assimilation of new information from NYSE and ISE to ASE the market seems to be efficient
although some further investigation (e.g. use of data of different time period in order to explain the statistically significant coefficient at lag 3 in the transfer function model with SP-500, and availability of opening prices for ASE) is required.

Although this work examined the co-movement of ASE with mature financial markets, the study of the possible co-movement of ASE with other Emerging Markets is not of lesser importance, and it is worth-pursuing in a future work. If international fund managers revise their investment strategies for an emerging market not separately, but in conjunction with other emerging markets, then a significant co-movement among the emerging markets (or sets of emerging markets) is expected. As a considerable part of the total capitalization value of ASE is held by foreign investors, the possible existence and extent of such a co-movement may, amongst others, reveal the role that ASE plays in international portfolios.

Appendix 1

Steps to be followed before the estimation of the CCF.

1. If the series $Y_t$ and $X_t$ are not stationary they must be differenced until stationarity is obtained. This is because, it is the non-stationarity inherent in many time series that accounts for most of the spurious relationships observed in time series analysis. By differencing, two new time series, $W_t$ and $Z_t$, are produced, according to the expressions:

   $$W_t = (1 - B)^d X_t$$
   $$Z_t = (1 - B)^d Y_t$$

2. Find the ARIMA model for $W_t$:

   $$W_t = \varphi^{-1}(B) \theta(B) \alpha_t$$

3. Use the inverse model to filter $W_t$:

   $$\alpha_t = \varphi(B) \Theta^{-1}(B) W_t$$

4. Use the same filter as in step (3) to "prewhiten" $Z_t$:

   $$b_t = \varphi(B) \Theta^{-1}(B) Z_t$$
The purpose of following steps (3) and (4) is to remove from the dependent variable $Z_t$ that pattern of autocorrelation that is also common to the independent series $W_t$.

5. Estimate the cross correlation function between $a_t$ and $b_t$. The CCF, unlike the ACF, is asymmetric; that is $CCF(-K) \neq CCF(K)$. Therefore, the character of the CCF gives information not only about the strength of a relationship, but also about the direction of the relationship, i.e. it indicates the causality. As a matter of fact one of the advantages of this methodology is that it is perfectly compatible with the notion of Granger causality (Granger, 1969). Theoretically-expected CCFs for bivariate relationships can be estimated (Box and Jenkins, 1970).

### TABLE 1

Augmented Dickey - Fuller tests

<table>
<thead>
<tr>
<th>VARIABLE</th>
<th>WITHOUT TRND</th>
<th>WITH TREND</th>
</tr>
</thead>
<tbody>
<tr>
<td>GEN</td>
<td>-1.738 (-2.866)</td>
<td>-2.480 (-3.418)</td>
</tr>
<tr>
<td>SP-500</td>
<td>-1.161 (-2.866)</td>
<td>-2.527 (-3.418)</td>
</tr>
<tr>
<td>FT-100</td>
<td>-1.500 (-2.866)</td>
<td>-2.637 (-3.418)</td>
</tr>
</tbody>
</table>

Note: The number of lags is 5. Figures in brackets denote critical values at 95% level.

### TABLE 2

The univariate multiplicative model for LOGGEN

<table>
<thead>
<tr>
<th>Coefficient Type</th>
<th>Estimate</th>
<th>t - ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>MA 1</td>
<td>-0.20</td>
<td>-5.32</td>
</tr>
<tr>
<td>MA 4</td>
<td>-0.10</td>
<td>-2.69</td>
</tr>
<tr>
<td>MA 10</td>
<td>-0.10</td>
<td>-2.49</td>
</tr>
</tbody>
</table>

Note: The series has been differenced once in levels.
### TABLE 3

Values of impulse response weights \( u_i ** \)

<table>
<thead>
<tr>
<th>Input Variable</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOGSP</td>
<td>—</td>
<td>0.23</td>
<td>(2.66)</td>
<td>—</td>
</tr>
<tr>
<td>LOGFT</td>
<td>0.34 (4.09)</td>
<td>0.19</td>
<td>(2.29)</td>
<td>—</td>
</tr>
</tbody>
</table>

** Bivariate transfer function models for LOGGEN of the form:

\[
\text{LOGGEN} = u_0 X_t + u_1 X_{t-1} + u_2 X_{t-2} + u_3 X_{t-3} + N_t
\]

where \( X \) is either LOGSP or LOGFT, and \( N_t \) is noise \( t - \) ratio in parentheses.

### TABLE 4

Transfer function model for LOGGEN with multiple inputs

<table>
<thead>
<tr>
<th>Input Variable</th>
<th>Lag</th>
<th>Coefficient Estimate</th>
<th>t-ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOGFTSP</td>
<td>0</td>
<td>0.28</td>
<td>3.41</td>
</tr>
<tr>
<td>LOGSP</td>
<td>1</td>
<td>0.25</td>
<td>2.87</td>
</tr>
<tr>
<td>LOGSP</td>
<td>3</td>
<td>0.29</td>
<td>3.43</td>
</tr>
</tbody>
</table>

### TABLE 5

\( R^2 \) values for the various models

<table>
<thead>
<tr>
<th>( R^2 ) values</th>
<th>Change in ( R^2 ) values</th>
<th>Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.82</td>
<td>—</td>
<td>Univariate model</td>
</tr>
<tr>
<td>8.48</td>
<td>(2.66)</td>
<td>FT-100</td>
</tr>
<tr>
<td>8.48</td>
<td>(2.66)</td>
<td>SP-500</td>
</tr>
<tr>
<td>9.94</td>
<td>(4.12)</td>
<td>FT-100 + SP-500</td>
</tr>
<tr>
<td>6.94</td>
<td>(1.12)</td>
<td>Overmodelling</td>
</tr>
</tbody>
</table>
Footnotes

1. A number of alternative model selection criteria have also been proposed (see Shibata, 1985 for a review). These are based on the selection of the model that minimizes the value of a parameter which is a function of the error variance and the number of the estimated parameters. This is done automatically by a computer programme, so that the researcher has little or no control on the identification of a model. Since it is often the case that this methodology leads to overmodeling (i.e. order(s) of AR and/or MA polynomial(s) higher than necessary) and/or lack of meaning for some of the components of the selected model, the traditional Box-Jenkins model building strategy was preferred in this study.

2. McCleary and Hay (1980) suggest that the plots of the ACF and PACF at the identification stage, as well as for the residuals of a model together with a detailed description of the model building process should always be quoted in order to make it possible to the reader to assess the validity and appropriateness of the model. This is rarely met in published works on time series. The iterative model building process is described with details for some cases in this study, however, it was not possible to do so in every case due to the large number of models examined.

3. In none of the models in this paper a constant term is included as in all cases constant terms were statistically insignificant.

4. To improve accuracy in the estimation of the coefficients of the model two estimating methods were used. First, the conditional least squares method which gives some first estimates of the coefficients. Subsequently these estimates are used as initial values for the so called backscating method (see Liu (1988) for further details).

5. Although the term "random walk" is usually used in the literature for such cases, the mathematical definition of a random walk is more strict. The same comment applies also to the term "white noise". See further comments in Fama (1970).

6. Transfer function models of the form LOGGEN = (ω₁X) / (1 - S₁B) + N where Y is X is LOGSP or LOGFT were also considered. In all cases the coefficient S₁ was statistically insignificant.
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