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1. The Theoretical Model

In this paper we shall present a complete set of demand equations which is
different from those developed in [5], [6] and [7], in a fundamental respect : it
permits marginal budget shares to vary with income.

A set of Engel curves, say q; (y) (i = 1,.. .,n), satisfies the «adding-up» con-

dition if X%, q;(y) = y. C.E.V. Leser (1942) pointed out that it is possible to

transform any set of Engel curves which fail to satisfy the condition into a set
which do, by using the transformation :

) o/ () A (=,

n

i=19; ()

This is obvious since X; ", g (y) = y.
Because of the difficulty in estimating equation (1) Leser suggested taking

pairs of commodities :

2 g% _ &) _ @)
@ aj g& ) q; ()

@(j=1,...,n).

Now equation (2) is easier to estimate than equation (1). In particular, «the case
of the double-logarithmic function is relatively simple because the ratio of two
double-log functions is itself double - logarithmic»-Russell (1965, p. 17). That is, if

* This paper is based on the author’s Ph.D. thesis.
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As we see we can estimate (5) very easily.

If we now generalize by introducing prices, equation (3) above becomes.
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Houthakker (1960b), using the relation

@) q; = — A7 (9u*/op;) (i=1,...n),

which is known as Roy’s identity, has found that, if certain relations between:
the coefficients of this function are satisfied, (6) can be integrated into the
following indirect utility function :

®) u* = 2205 (V/Pi) Bi

where a; and B; are pérameters with o; < 0,-1 < B; <0 (i = 1,...,n),

-2i=n] o; = i,

Empirical work has in fact been confined to this indirect utility function,
which has been christened by Houthakker (1960a,p. 252) the Indirect -Addilog:
utility function. The demand functions obtained from this utility function have:
already been used by Somermeyer and Wit (1956), Somermeyer (1961), Russell
(1965), Parks (1965), 1969), Yoshihara (1969), and Gamaletsos (1973).

The demand functions generated by (8) are of the form :

14 Bi-
©) qri= @ P 0/p) (=R
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In terms of expenditures, the form is
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It is convenient to reparametrize these equations into

(11) e (0 =17, y(0) GO/ P M) Ly g®/po) 5

G=1...n;t=1....T)

where v, = o;B;, and %;2;y; = 1. The features of this indirect addilog model

e

are given as follows. Differentiating (11) with respect to y we have
(12) i () = 9e; (D/9y (1)
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Equation (12) gives the income slopes of the expenditure equations (11), which
depend on income and prices. These income slopes are the marginal budget
shares for the Indirect Addilog Expenditure System-henceforth IAES model.
The average budget shares for this model are

(13) wi) =10 PM) % (52 py®)/pi©) B )7

The income elasticities, obtained as p; (t) / w;(t) are

(14) 'I]i(t) =(1+B,)—2]=n,] Bjo(t) (l= l,....n;t= l,...,T).

From equation (14) we observe that differences between income elasticities,
ni(t)—n; (t) = B;—B; , are constant over income and prices.
- The uncompensated (Cournot) own-price elasticities are

(15) Ny = —(1 4+ B;) + Biwi(D i=1,...n;t=1,...,T).
The uncompensated (Cournot) cross-price elasticities are

(16) ni; (0= B; w; (O (i #1)
@ =iy t=1000 T,
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In this model, since it has an indirectly additive utility basis, cross-price ela-
sticities do not depend on the good whose quantity is responding-i.c., n,; is the
same for all i=£j (2). 3

The compensated (Slutsky) own-and cross-price elasticities are given by

a7 %5 (0 = nu(t) + wi(©On;(0) (Gl Bl B L U )
and
(18 N (0= ‘];j ® + w; (Dm0 ( £J)
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Because the B;’s must lie between -1 and 0, the income elasticities lie between
0 and 2, and the uncompensated own-price elasticities lie between 0 and -1.

The income elasticity of the marginal utility of income for the JAES model
is given by

(19 My () =—1 +,2~21BJ Y OO/ p; ()85 (252475 (v5 ©/p; (©))
= — 1+ Z52:B; w; (1) (b=

which lies between —1 and —2. From (19) we obtain the «income flexibility» for
the IAES model, which is given by

20). 9 () = iy (1)
:(—— 1 + ijnl ﬁj W; (t) )i (t=1,...,T),

which lies between —0.5 and —1.

2. Stochastic Specification and Estimation of the Model

An attempt to empirically implement a complete system of demand functions.
by means of aggregate time series must also face up to the problem of stochastic:
specification.

An obvious problem under this heading concerns identification and simul-
taneity in multi-equation models. In the present context, the question arises as
to whether observed relations between quantities, on the one hand, and prices and
income, on the other, can be interpreted as demand functions. It appears possible
that this problem can be approached by an interpretation of the demand functions.

(1) See Houthakker (1960a, pp. 244-256).
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as conditional expectation functions, thus automatically ensuring the «classical»
disturbance properties and justifying the use of least squares regression in esti-
mation. However, further analysis of this problem is required and may necessitate
some refinements.. : :

A less obvious problem is concerned with the linkages among the demand
equations themselves. If income is measured-as it will be in this paper-as the sum
of the expenditures on each of the n goods-then there is an inherent correlation
between the disturbances in the n demand functions. (If more than the expected
amount is spent on one good, less than the expected amount must be spent on some
other, since total expenditures are taken as given). There is a related problem con-
cerned with heteroskedasticity, error variation presumably being larger for some
items in the budget (durables, very likely) than it is for others. It appears that
recent work by Barten (1969), Parks (1971), Pollak-Wales (1969) Berndt and Savin
(1975), Powell (1973), LLuch and Williams (1975), LLuch and Powell (1975), ap-
proach to this set of problems.

Earlier work on estimation of the indirect addllog system-e.g. Houthakker
- (1960a)-has exploited the simplification which results from considering expenditure
ratios. For the expenditure equations (11), for each pair i, j of commodities, these
ratios are

2 &) _ _nO//p®)P e
i e; (1) ¥ (v (O/p; (©)) s G +1J)

Gy fom e SR
If we take logarithms in (21) then we have

22) In (e; (H)/e; () = In (vi/y;) + Biln (v ®©/p; ()
— BiIn(y ®)/p; ®) G #F )
(1, ) = 1y n,n st = | SRS 0 X

Now equations (22) are easy to estimate, but we must keep in mind that for
each different pair of commodities we would. get different estimates for v; ‘s and
Bi’s. Indeed, using all the pairs of equations, we would get n—-l different estimates
of the B; ‘s

Parks (1969) handles this by estimating jointly the (n-1) equations of the form
(22) above for i = 1 and j = 2,...,n. Parks assumes a multiplicative disturbance
in expenditure equations to get an additive disturbance in the equations expressed
as differences of logarithms. That is, he gives the expenditure equations in
stochastic form as follows
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He then estimates the differences of logarithms of (n-1) pairs of commodities,
namely, the-

In (e (0/e5 (D) = v1; + BuIn (y O/pi(t))

B In (y ©/p; ) + u; (O
(i =120 B (| PSR

where ;5 = In (vp/v; )and u; () = & () — & (1).

For our purposes, however, it seems more natural to maintain an additive
disturbance specification. We use an additive disturbance for interpreting each
of the n expenditure equations as the conditional expectation of an e;(t) given y(t),
pi(t),- .., Pa(t). To do so, we let g(t) = disturbance in itt expenditure equation
at time t and specify that Egi(t) = 0 independently of y(t), py(t),..., pa(t), and

A5 for t=s

I 8= 1l 6 05 10)
0 for t#+ s ( 20

29 Ee (1) € (s) = {

That is we permit heteroskedasticity and contemporaneous correlation among
the disturbances but assume independence over time. Now in stochastic form the
TIAES model (11) becomes

(25) e; (i) =7 ¥ (Y O/P: ) (227 ¢ O/ D)F) THRE & (1)

To fit such a system of n equations, a scalar criterion is required. We choose

our estimates of y’s and B’s so as to minimize the residual sum of squares across
A A .
all observations across all equations. If we write y,..., y, and by,...,b, for

the estimates of vy,...,y, and B;,...,B, then our equations (25) above become
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where v, (t) = residual in i*" expenditure equation at time t. We choose the
A

¥'s and b’s so as to minimize Z,T; 2.1 (v; (1) )%

For fitting, we use the Gauss-Newton (1967) computer program, a straight-
forward non-linear regrrssion one. The program obtains a least squares fit, say
= i v st Daaoasibl) S W @ AL TEETE specified function f to data values
X1, . .,Xm,y by means of stepwise Gauss-Newton iterations on the parameters
H1,...,9,, allowing minimum and maximum constraints on these parameters. In
fitting our model, we did not impose any of those minimum and maximum con-
straints. Within each iteration parameters are selected for modification in a step-
wise manner. The parameter selected at a given step is the one which, differentially
at least, makes the greatest reductions in the error sum of squares. Beginning with
an initial set of parameter values ¥ = (9,...,9,) the program minimizes the er-
Tror mean square .

t=1

1 ( e
s2 = Trjl‘)— I [Yt —f(xt!,- X T U RC I ~-“p) .

The function f and its partial derivatives with respect to its parameters are
needed. The convergence criterion for the error mean square is. 001 %, which we
considered as satisfactory. Generally we get fast convergence but have no guarantee
that the minimum is the global one®.

The computer program is a single-equation one. For this reason we must
convert our system of n equations into one equation. We do so by making use of
the «constructed variables» :

(1) As a matter of fact, in some cases when we started from different initial values of the
parameters, we converged to different minima. So in this case it is better to talk about «local»
minima and not just minimum. When we obtained different minima we adopted the smallest one.
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Each of these vectors is of dimension nT X 1, where T is the number of ob-
servations and n is the number of commodities for each country. Individual ele-
ments of the vectors will be designated by the index k (k = 1,...,nT).

In terms of the constructed variables, the system (26) is expressed as

&) e ) = fun 0 + 202 20 | { 5 000y 00 0 @) |

A A
{ Zulys (Y& fp; ()2 + (F—2551)
& (®)/pa (k) ) Pn }—] + v(&) k = 1,....n7T).

Equation (27) uses the restriction 2 ;i = 1, so we estimate (2n — 1) free para-
meters: (n—1) v;’s and n B;’s, while our independent variables are 3n in number:
one y, np’s, n »'s, and (n—1) z’s,

The partial derivatives of equation (27) with respect to the parameters are
of the form :

Dy (®) = e (90
= X (k) X5~ (k) {22 (k) — X (k) X5 &) { (v () /Py () ) ®u.
— ¢ R)/Pa () Pa}}
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D, (k) = de (k) /3 7s
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= X; (k) X5 (&) [In(y &) /pr ()] &) [py (k)P
A
c [ o (k) y (k) — 11 Xa (¥ X5t (k)]
D, (k) = de (k)/dbs
= X; () Xs7' (K) [In (y (k) /ps (k) ] (v (K)/P2 (K)) Pe

cfwe Ry X — ',Y\z Xz (k) X5t (k)]

D;,—1 (k) = ode (k)/db,

= Xy (k) X5t (K) [In (y (K) [ pa (K)) ] (v (K) [P0 (K) ) P

. [r;*” (k) — (l = 2;‘:_1‘ ";j ) Xa (k) X;-1 (k) ]

where
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Xy (0) = o (k) 1205 I\\(j zj (%),
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> (y (k)/pll (k) )bn .

Equation (27) is the one we estimate using the simple least squares criterion.

3. Data Base

The data which we use are based on the O.E.C.D. volumes (1964, 1967) of’
national accounts statistics for the years 1950-65. Goldberger and Gamaletsos.
(1970) drew on the same source, but only for the years 1950-61.

The five components of total consumer expenditures constitute our five com-
modities. These are Food, Clothing, Rent, Durables and Other. Further character-
ization of these categories is to be found in OECD (1958). The countries which
we finally use are; Belgium, Denmark, France, Greece, Ireland, Italy, Netherlands,.
Norway, Sweden, United Kingdom and U.S.A.

4. Estimates

Estimates of the parameters of the IAES model are given in Table 1. In exa-

A
" mining this table we see that 8 out of 55 y's and 10 out of 55 b’s are not significantly
different from zero-on the convention used here, namely a t-ratio less than two in

absolute value.

A
All y's are positive as they should be according to the theoretical model_

Of the b;’s 11 out of 55 are positive and 12 out of 55 are less than -1, contrary to
the theoretical model. But 4 of those 11 positive b; s are not significantly different
from zero. Most of the positive b;’s appear for Durables.

The finding that estimates of the B; parameters fall outside the theoreticak
model, does not appear for the first time in this paper. Houthakker (1960b) esti.
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mated the parameters of this model using equation (22). Of his 260 estimated Bi’s,
55 are positive and 113 are less than -1. Parks (1969) estimated the parameters of
this model using equetion (23) with three different assumptions about the distur-
bances. Assuming no correlation among the disturbances half of his estimated
i's had the wrong sign or were less than -1. He also obtained the same results
even when he took account of contemporaneous correlation of the disturbances-
But when serial correlation was also treated, all of the estimated B;’s were found
to lie between 0 and -I.
It seems after all this that a possible appreach would be to impose sign con-
Straints in the fitting process.

In Table 2 we tabulate the marginal budget shares evaluated at the sample

mean point (§, p,,.. . .sPn ). In Table 3 we present the mean income and own-price€
elasticities, and in Table 4 we tabulate the terminal income and ownprice elasticities
of the TAES model.

In examining Table 3 we observe that one out of 55 income elasticities is ne-
gative. This happened because the corresponding b; (for France for commodity
«Rent») is less than -2, and this together with the positive b; for «Durables» makes
the income elasticity for «Rent» negative !. All the remaining mean income elasti-
‘cities are between 0 and 2 with the exception of 4 which are greater than 2. These
are associated with the corresponding b;’s being positive. In examining the uncom-
pensated mean own-price clasticities we observe that 8 out of 55 are positive. Also
in the case of the compensated mean own-price elasticities 9 out of 55 are positive.
This is because the corresponding b;'s are less than —1. Furthermore 10 out
of the 55 uncompensated mean own-price elasticities and 7 out of the 55
‘compensated ones are less than —I, contrary to the theoretical model.

In examining Table 4 we observe that 4 out of 55 terminal income elasticities
are greater than 2 and 1 is negative, for the same reasons as in the case of the
mean income elasticities. With regard to the terminal own-price elasticities 16
out of 110 are positive, while 19 out of 110 are less than -1, for the same reasons
as in the case of the mean own-price elasticities.

In Table 5 we present the uncompensated mean own-and cross-price elasti-
-cities. With the exception of those elasticities which are positive because the cor- -
responding b;’s are less than -1, all the remaining uncompensated cross-price
elasticities lie between 0 and -1.

Finally Table 6 presents the estimated «income flexibility» evaluated at the
first, mean, and last year of our time series for each country. It lies between-1
and —.5 (with the exception of Denmark for the tirst year) according to the theo-
retical model. There is no substantial variation of the estimates over the examined
period of sixteen years.

(1) As we know nj (t) = (1+ Bj ) — EJL: Bj wj (t) and because in this case b; <—2
ithe result is to give a negative sign.
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5. Fitting Criteria

There is general agreement that the best criterion for choice among alter-
native models would be predictive power, that is the best model is that one which
predicts the best. But when there is no predictive evidence available at the time
the researcher has to make a choice, there are other criteria upon which he has
to rely in order to solve his problem of choice. The most common criterion is
to select that model which fits the best within the sample period-that is, that one
Wwhich has the highest R 2. Another criterion involves examining whether parameter
estimates have theoretical support. These two criteria are not examined inde-
pendently, of course, and a researcher has to depend on both. A third criterion in
choosing among alternative models is simplicity.

Having these in mind we test the IAES model on the basis of its goodness
of fit, by using an R?2 statistic, which measures the predictive ability over the sample
period with respect to the expenditures on each commodity. Table 7 tabulates this
R2-type statistic, for each country and commodity, for the IAES model. This R3-
type statistic was computed using the formula

Rl .5 (0D i
22 @& () — ) -

Where ¢, — 2.5 e, (1) /T denotes sample mean expenditures on commodity i.
Clearly the IAES model can account for most of the variation over time in
€xpenditures.

Another criterion for evaluation of the models is to consider their predictive
ability in term of the budget shares over the sample period. Variation of average
Qudget shares is, after all, of prime interest in economic planning.

The procedure which has been used is the following : Let

é\i ) = () —v; () (=100 nns e it ==ALaeiNT)

be the calculated values in our fitted model. The calculated average budget shares

A
e | i SR T
w; (1) = y(t) (i ==l i S = ST

and the resulting errors in «predicting» the average budget shares are given by:

A A
ui(t) = w; () — w; (1) (@l s (== L )
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Since at each observation we have X 1 v; (1) = 0, this guarantees

A
that 2, 2u (t)=0.

Table 8 reports the «proportion of variation explained», an R2- type statistic.,
as a measure of goodness of fit, recording

A 2.
R =1 — = TS‘ s 0= 1l 500 50k
Zio1 (Wi (D — wy)?

where

A
=25 (wwW?R/T
is the mean square error.

- These «proportions of variation explained» can be positive or negative.
Comparing the columns in Table 7 with those of Table 8 we observe that even
when the proportion of expenditure variation explained is close to unity, much
of the variation in average budget shares may remain unaccounted for. Table 9
reports mean square errors for the average budget shares for the IAES model.

Another measure which we can use to describe the predictive ability of the
IAES model for the average budget shares is the average information inaccuracy
statistic. Theil (1967) and Theil and Mnookin (1966) have applied the techniques
of information theory to the evaluation of the average budget share predictions.

A
Since 2" w; (t) =1 and 2N v/:'i (t) =1, and 0 < w; (t) < 1, for i =1,...,n,
this means that we can regard each of n value shares (predicted as well as observed)
as a complete set of probabilities. «The forecasts are the «prior» probabilities;
at some point of time a message comes in that states what the value shares actually

A
are and that thus changes the prior probabilities w;(t) into «posterior» probabi-
lities w;(t). The information content of such a message is defined in information
theory as

W; (1)

w; ()

I () =2, 2, w;(t)n

A
thch is always posmve unless w; (t) = w;(t) for each i (perfect forecasts), in which

A
casel(t) 0. The larger the differences between w; (t) and w; (t), the worse the
forecasts are and the larger the information content of the message on the

, A
realization is. Therefore, I(t) is called the information inaccuracy, of the forecasts



33

A A
wi(t),...,w, (t) with respect to the corresponding realizations wy (t),...,w, (t)» —
Theil and Mnookin (1966, pp. 37-38).

Table 10 reports the average information inaccuracy

A
Z,Zz——-{l I (t)/T

for the TAES model. That measure reasserts the predictive ability of the IAES
model: A comparison of this model with the linear expenditire system (LES) and
the generalized linear expenditure system (GLES), using the above fitting oriteria,
gives us as a result that the GLES model, generally speaking, has a better
predictive ability than the JAES and LES models!. \

6. Conclusions

In this paper we have explored consumer expenditure patterns within the
framework of the classical demand theory. Our estimation of the Indirect Addi-
log Expenditure system gave an indication that empirical demand models could
justify this theory. Working at a highly aggregative level with respect to com-
modities and to observational units, we fount that expenditures respond to mo-
vements in prices as well as in income.

The results of this paper tell us that the IAES model could be used to
account for variation overtime in expenditures within each country in terms of
variation in income and prices. However, in this model the estimated marginal
budget shares appear to vary across countries. In view of the small standard
errors for these parameters, their differences should be considered as signi-
icant. These results tell us that the cross-country variation in expendituresf
cannot possibly be exptained by these models. However, more formal testing
of the hypothesis of cross-country constancy of parameters is needed. For more
conclusive statements about cross-country variability, an extension of thi
study to a wide range of countries would be required. '

(1) See Gamaletsos (1973, pp. 16-19).
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TABLE 2
MEAN MARGINAL BUDGET SHARFS

F C R D 0

Belgium 168 .108 .021 7o .531
Denmark , .104 .075 .065 .303 .453
France .262 146 —.026 .156 462
Greece .292 152 156 .077 .323
Ireland o0y .093 .072 .145 .393
Ttaly .368 .098 .053 .087 .394
Netherlands .242 i .020 .207 .359
Norway 186 145 .036 .201 432
Sweden .067 .105 118 .199 .511
U. Kingdom 130 .130 131 158 .451
U.S.A. 126 .060 .202 .125 .487

Ui = w ;j income slopes evaluated at the point (v, 51 i)l



36

o =0 's9[qeing = g quay = Bumo) = o ‘poog = 4
8E1— TOi=s 168 = 60i=—107i =it oS c o e CI'T LO°T 9P°T €9° 8S° ‘vV's'n
KO0 ey = O S e T ()3 77 SO Bt 85— /¢ LO°T 0671 8€°T 9I°'[ Sp°  wop3ury n
e =TS = ) 98 ST I bl R EE TGO HCE [N GORTE 9 Za TR & e USpamg
ve'— 01— ST 5= O —" = ([ e 98 T See SET BRI TCaast 63 200 AMION
Qs 7= (e 800004 =S CERT=—O 7" SS"— vp'— 90°I L6°1 LT +0°1 9L° SPUBLISYIaIN
LT 7= pe == 1055 S0 = 0Gi= 199 meeal—00i— i pei—ce N arosty 19" 68" T6° Are1n
L€ =06, H 1= 698 e i GE == 6T == ()t 6 [ Q= S phe G e 96° 9P°CT IT'T €8° ¢€8° _ PUB[9I]
€C = 9%i= I [==0L:=190"= 66— ipge—Speet —ret_cce €I SY'10T°C 201 €9 933310
L= L67=" 604 60 80i—1 @9 SLII—@lF W — e — Bl] 619 €11 08" URI]
Q)= @ S e e Ly’ — 60 1I— S0° or- 8r- SO°T 60°C S8 LL" T Arewus g
== IS E= 0 PRI == SIS Q= T 6Lism B == pe [H L0 LI AT O R ()0 wnigg

O dad d 0) d 0] d | 0) d O a H D A
(papsmadurony™ Jﬁnuumwcanm@Dv g

LAonserd sorad-umg Ml

fonsep ooud-umg Ml

Kyonseo swoouy l

SHILIDILSVTE NVANW
£ dI19V.L



37

Kyonserg 9o11d-umQ mE

fonserg dud-ump Ml

fyonse[g swoouy ‘b

“_yl0o = 0 ‘ssjqeing = d Juey = Bumgiop =D ‘poog = A
Let—1C9 ¥ LR 160 EO St R Gl et A0 [ Pl i S Css ST TE CORTR s e CORew 4SS AN
SO& Ll e i Llisa €T 0S 75 :S6imy 6=z 6C - Cl $0°T 98°I S€°'T €I'[ Tv° wopsury ‘N
vt = @t G ORi== P07 Pl —cf = 0=, 0E 08U INpealic O LLset b U3pIaMS
SCEpliT= €l e 90 == vi0 =6 il 0 bt C Ol o EL AR 0TS Ceah 06" LS® AemION
=0 T8 68T sk 99 sarnp et o I ¢ S U pCiara dhies CORIRPOSL- 88 00°I TL° SPUBLISYIaN
LG=700 == 10i=PC —=11C = 99 gl [ 904 = €8 =9C == IROF[R06 U165 R SRR Uh¢ N
CE =L =169 5=/ Se = TE L= 0wl 06 1= 9L 1S = LSime 06 TP ORRC ST = Ll e i PUE[aI]
0879 — PLT— L1 = 90:==8 & — :¥9 =1 £ I —RIC& €@ = 61" 1 TIrel 9116 866 68 993310
SIT== 30— 60 = L05— . &F— el 1= 80iF "¢h v S BT A6aL 0 SRR E Q8 Juelg
VOle= Clie RIEEIC A 60 T2 () IS GRS C O 86" €0°C 8L OL° SE° Jrewria(g
b AL =905 89— [€:-= V00 5= 0f il SOk = 6L 5 =m0t 62 RIRE0L G S RO RIROSE E:,_m_om
oF @ ob iR T S T R a1

. (payesuadwo)) (paresuadwooun))

SAILIDILSVTIH TVNINYFL

v 14V.L



38

TABLE 5
MEAN OWN-AND CROSS-PRICE ELASTICITIES
(ALL ENTRIES SHOULD BE MULTIPLIED BY 10—%)

F C R D O
Belgium
F —48 —02 —14 04 00
C —20 —79 —14 04 00
R —20 —02 02 04 00
D —20 —02 —14 —130 00
(0 i —20 —02 —14 04 —100
Denmark
F 18 —12 —09 02 —41
C —39 10 —09 02 —4]
R —39 —12 05 02 —4]
D —39 —12 —09 —109 —4]
(0} —39 —12 —09 02 —47
France :
F —34 —08 —13 (0] —26
C —32 —44 —13 01 —26
R —32 —08 112 01 —26.
D —32 —08 —13 —113 —26
(0] —32 —08 —I13 01 —62
Greece
F —35 —12 03 —02 —16
C —56 —31 03 —02 —16
R —56 —12 —134 —02 —16
D —56 —12 03 —64 —16
O —56 —12 03 —02 —55
Ireland
F —59 —07 —02 06 —21
C —23 —44 —02 06 —21
R —23 —07 —76 06 —21
D —23 —07 —02 —194 —21
(o) —23 —07 —02 06 —70:
Italy
F —57 —08 —09 01 —19
C —29 —34 —09 01 —19
R —29 —08 —06 01 —19
D —29 —08 —09 —133 —19
(0} —29 —08 —09 01 —66



TABLE 5 (continued)
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F @ R D (0)
Netherlands
F —44 —09 —09 04 —18
C —26 —55 —09 04 —18
R —26 —09 21 04 —18
D —26 —09 —09 —135 —18
(@) —26 —09 —09 04 —66
Norway
F —25 —12 —09 04 —20
C —34 —36 —09 04 —20
R —34 —12 11 04 —20
D —34 —12 —09 —140 —20
(0) —34 —12 —09 04 —67
Sweden
F —05 —10 —03 03 —09
C —39 —33 —03 03 —09
R —39 —10 —74 03 —09
D —39 —10 —03 —125 —09
(@) —39 —10 —03 03 —86
U. Kingdom
F 07 —09 —05 —01 —37
C —43 —30 —05 —01 —37
R —43 —09 —48 —01 —37
D —43 —09 —05 —95 —37
(0) —48 —09 —05 —01 —49
U.S.A.
F —39 —07 01 —03 —10
C —17 —35 01 —03 —10
R 7 07— 01 —03 —10
D —17 —07 —109 —175 —10
(0] —17 —07 01 —03 —87
F = Food, Clothing, R = Rent, D = Durables Other
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TABLE 6

INCOME FLEXIBILITY

o(1) 9 o(T)
Belgium —.72 —.75 —.78
Denmark —.49 —.50 —.52
France —. 56 —. 56 —.56
Greece =193 —.54 —.56
Ireland —.68 —.68 —.71
Italy —.61 —.61 —.62
Netherlands —.63 —. 64 —.65
Norway —.58 00, —.60
Sweden —.63 —.64 —.66
U. Kingdom — il —.51 —.52
U.S.A. — .73 —.74 —.75
o) = (1 + Z; b; w; (1)) ~!
¢ = (—1+ Z; b; w; )~

TABLE 7

G OODNESS OF FIT FOR EXPENDITURES

F C R D o)
Belgium .990 .985 .979 .995 .987
Denmark .988 .826 .996 .970 .999
France .999 .996 .984 .987 .998
Greece .997 .983 .973 .990 .993
Ireland ' .957 .900 .968 .982 .990
Italy .999 .979 .999 968 .996
Netherlands .997 .979 .997 .998 .998
Norway .996 .989 .995 .974 .994
Sweden .997 .981 .994 .992 .998
U. Kingdom .998 .985 .998 .966 .997
U.S.A. .935 .948 .987 .812 .996
Figures give proportions of variation explained.
F = Food, C = Clothing, = Rent, D = Durables O = Other.



41

TABLE 8
GOODNESS OF FIT FOR AVERAGE BUDGET SHARES

F C R D o)
Belgium .947 .186 .977 .954 .906
Denmark .939 .843 .916 .794 .629
France .985 .894 .870 .864 712
Greece .893 .427 .721 .604 .632
Ireland .377 .619 .286 .896 .048
Ttaly .894 .820 .969 .860 .286
Netherlands .920 779 .961 .973 .205
Norway .862 :927 .966 - .846 .304
Sweden .936 .899 .822 .912 .790
‘U. Kingdom .976 .788 .962 .698 277613
US.A. .586 .852 71967 - —.064 .745

Figures give «proportion of variation explained» but see text.
E = Food, C = Clothing, R = Rent, D = Durables, O = Other.

TABLE 9
BADNESS OF FIT FOR AVERAGE BUDGET SHARES
(Entries should be multiplied by 10~7)

F © R D (0)
Belgium 120 062 030 038 244
Denmark 387 511 042 1799 214
France 137 100 264 292 405
Greece 783 647 872 080 1060
Ireland 1408 274 076 204 614
Italy 122 258 017 151 770
Netherlands 274 511 019 103 227
Norway 284 113 038 409 513
Sweden 272, 226 065 156 596
U. Kingdom 80 076 027 - 359 299
U.S.A. 664 058 143 805 333

Figures give mean square error.
F = Food, C = Clothing, R = Rent, D = Durables, O = Other.



TABLE 10
AVERAGE INFORMATION INACCURACY :
(All entries should be multiplied by 10-5)

Belgium 110
Denmark 1080
France 580
Greece 1430
Ireland 640
Italy 410
Netherlands 290
Norway 410
Sweden 310
U. Kingdom 330

U.S.A. 610
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