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Abstract 

In this paper we consider the Least Squares (LS) estimator (predictor) and various ridge estimators 

(predictors) and report on a Monte Carlo study their small sample properties. The Monte Carlo experi

ment is applied to a residential electricity demand function with data from the Greek economy. On the 

basis of 2,500 replications of sample size 24 for normal disturbances we find that for the measures of 

dispersion the HKB estimator appears to be superior to the rest of the examined estimators. On the other 

hand the choice of alternative predictors for several measures of bias and dispersion is not clear. Further

more, it should be noted that the small sample properties of the ridge estimators turn out to be different 

from the small sample properties of their respective predictors. 

1. Introduction 

Ridge regression is an alternative to Least Squares estimation in the multi
ple linear regression model, primarily dealing with the problem of multicolli-
nearity. Ridge regression defines a class of estimators indexed by a biasing 
parameter k. Several algorithms have been proposed for k and tested through 
Monte Carolo simulations. 

The purpose of this paper is to compare LS and five well known ridge 
estimators (predictors) according to measures of bias and dispersion and report 
their small sample properties. The Monte Carlo simulation is applied to a resi
dential electricity demand function with real data, on the basis of four alterna
tive forms of normal disturbances. In Section 2, the five ridge algorithms are 
defined. The design of the Monte Carlo experiment is outlined in Section 3, 
followed by the simulation results in Section 4. Some concluding remarks com
prise the final section of the paper. 







4. Comparison of Estimators 

Given the small sample summary statistics of the bias, MSE, and variance 
for the LS and the five ridge estimators of the parameter coefficients (or the 
predictors of the mean of the dependent variable) of the demand function for 
residential electricity, we examined the small sample rankings of the estimators 
(predictors) for disturbances following forms of normal distribution. The results 
are given in Tables 1 and 2. 

The LS estimator turns out to have the smallest bias and to be the least 
efficient in MSE, a finding expected and verified in other studies (Hoerl, Kenn-
ard and Baldwin (1975), Hoerl and Kennard (1976), Gibbons (1981), R. Hoerl, 
Schuenemeyer and A Hoerl (1986), Fomby (1987) ). 

The overall performance of the HKB estimator is good with respect to 
MSE, despite its high bias. Other studies, such as Hoerl, Kennard and Baldwin 
(1975) and Gibbons (1981), comment on its good performance as well. On the 
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Finally, the Mc & G estimator has a rather poor overall performance des
pite its good ranking with respect to the bias for small variances of the distur
bances. A similar result is reported in Wichern and Churchill (1978). 

Table 2 provides the basis for the following observations regarding the 
predictors of the mean values of the consumption variable. None of the ridge 
predictors can be considered better than the others in every case, with respect to 
the chosen criteria of bias and dispersion. That is, changing variances of the 
disturbances cause an instability in the ranking of the ridge predictors. However, 
the L&W and the Mc&G predictors perform relatively well, both for large and 
small variances of the disturbances. The HK predictor turns out to be the most 
efficient one for large variances of the disturbances and the least efficient for 
small variances. The opposite can be said regarding the efficiency of the RIDGM 
predictor. Ridge predictors have not been included in previous simulation stu
dies and therefore it is impossible to compare our results. Finally, the LS predic
tor is inferior to all ridge predictors with respect to the MSE and variance 
criteria. On the other hand it is the least biased for all variances of the 
disturbances. 

5. Concluding Remarks 

Several extensive simulation studies have been conducted to compare ridge 
estimators along with the LS estimator and resulted in providing substantial 
evidence in favor of ridge estimators. However, lack of common elements in the 
design of these simulation studies makes it difficult to compare them with one 
another and with this study and reach a universal conclusion regarding the small 
sample properties of the ridge estimators. In view of these shortcomings it seems 
desirable to examine whether any ambiguities in previous studies can be cleared 
up. Specifically, it needs to be seen whether the findings of other studies are 
specific to the chosen structures or also hold for different structures and data 
sets. 

In our simulation study we single out the HKB estimator for its overall 
good performance. The LS estimator (predictor) is dominated in MSE by the 
ridge estimators (predictors), as expected. No ridge predictor turns out to be 
superior than the other ones. Finally, the small sample properties of the ridge 
estimators are different from the small sample properties of the predictors, a 
result worth investigating in alternative experimental designs. 
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